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• Longer windows 
from 5s to 10s

• Powerset encoding

• Self-supervised feature 
extraction

pyannote Local "end-to-end" speaker diarization
Improvements since last year



s1

s2

s3

{s1}
∅

{s1, s2}

{s1, s3}

{s2, s3}

{s2}

{s3}

Multi-label encoding

Powerset multi-class encoding

alice carol

bob bob

1 1 1 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 1 1 1 1 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1 0 0 0 0

1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 1 1

0 0 0 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

yty1 yT

yty1 yT

s1

s2

s3

{s1}
∅

{s1, s2}

{s1, s3}

{s2, s3}

{s2}

{s3}

Multi-label encoding

Powerset multi-class encoding

alice carol

bob bob

1 1 1 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 1 1 1 1 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1 0 0 0 0

1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 1 1

0 0 0 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

yty1 yT

yty1 yT

s1

s2

s3

{s1}
∅

{s1, s2}

{s1, s3}

{s2, s3}

{s2}

{s3}

Multi-label encoding

Powerset multi-class encoding

alice carol

bob bob

1 1 1 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 1 1 1 1 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1 0 0 0 0

1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 1 1

0 0 0 1 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

yty1 yT

yty1 yT

pyannotepyannote

from multi-label (+ threshold) to multi-class (+ argmax)
Powerset encoding



Powerset multi-class cross entropy loss 
for neural speaker diarization 
 
Alexis Plaquet & Hervé Bredin
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Self-supervised feature extraction
wav2vec 2.0 vs HuBERT vs WavLM

pyannote

WavLM pretrained

on Librispeech

WavLM pretrained

on diarization datasets

21% relative decrease 
in diarization error rate

Diarization error rate on DIHARD

Layer
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Speaker embedding
from SpeechBrain ECAPA-TDNN to WeSpeaker ResNet34
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SpeechBrain 
ECAPA-TDNN

WeSpeaker 
ResNet34

14% relative decrease 
in speaker confusion
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Final runpyannote

10 seconds

multi-class 
powerset 
encoding

larger 
training 

set

WavLM 
pretrained 

from scratch

WeSpeaker 
ResNet152

Single system (no ensembling)
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