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▸Track1 System Description (3rd place)
▸ Data Processing
▸ System Training & Evaluation
▸Models & Results

▸Track3 System Description (4th place)
▸ Domain Adaptation Strategy

▸Statistic Adaptation
▸ Jointly Training Based Domain Adaptation

▸ Dynamic Loss-gate and Label Correction

▸ System Evaluation
▸ Results
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▸Data Processing
▸Data augmentation

▸Speed perturbation
▸Additive noise and reverberation.

▸Acoustic feature
▸80-dimensional Fbank

Track1 System Description
Data Processing
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Track1 System Description
System Training & Evaluation

▸Stage I: Pre-training
▸ Optimizer: SGD
▸ Training Objective:

▸ AAM loss (margin 0.2) + K-
subcenter + Inter-Topk [1]

▸ Training segment length: 2s

▸Stage II: Large Margin Fine-tuning
▸ Optimizer: SGD
▸ Training Objective:

▸ AAM loss (margin 0.5) + K-subcenter

▸Training segment length: 6s

▸Evaluation:
▸ Cosine similarity
▸ Adaptive score normalization

▸ Estimate imposter cohorts from
voxceleb2 dev set

▸ Quality-aware score calibration
▸ Simulate a trial from voxceleb2

dev set

[1] Zhao, Miao, et al. "Multi-Query Multi-Head Attention Pooling and Inter-Topk Penalty for Speaker Verification." ICASSP 
2022-2022 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2022.
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Track1 System Description
Models & Results

[1] Zhao, Miao, et al. "Multi-Query Multi-Head Attention Pooling and Inter-Topk Penalty for Speaker Verification." ICASSP 
2022-2022 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2022.
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Track3 System Description
Domain Adaptation Strategy

▸Statistic Adaptation
▸ Using statistics from track3 unsupervised data
to mean-normalize the evaluation speaker
embedding
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Track3 System Description
Domain Adaptation Strategy

▸Statistic Adaptation
▸Jointly Fine-tuning Based Domain 

Adaptation
▸ Source domain objective is the same as the pre-
training system

▸ Target domain objective
▸ Self-supervised learning based angular prototypical loss (APL)
▸ Classification loss based on estimated pseudo label

▸ Two head classification loss (TCL)
▸ One head classification loss (OCL)



SJTU-AISPEECH 8 / 12VoxSRC 2022 System ReportZhengyang Chen

Track3 System Description
Domain Adaptation Strategy

▸Statistic Adaptation
▸Jointly Training Based Domain 

Adaptation
▸ Source domain objective is the same as the pre-
training system

▸ Target domain objective
▸ Self-supervised learning based angular prototypical loss
▸ Two head classification loss based on estimated pseudo

labels
▸ One head classification loss based on estimated pseudo

labels

▸Dynamic Loss-gate and 
Label Correction (DLG-
LC) [1]

[1] B. Han, Z. Chen, and Y. Qian, “Self-supervised speaker verification using dynamic loss-gate and label correction,” arXiv 
preprint arXiv:2208.01928, 2022.
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Track3 System Description
System Evaluation

▸System Evaluation
▸ Cosine similarity
▸ Adaptive score normalization

▸ Estimate imposter cohorts from track3 unsupervised set
with pseudo labels

▸ Quality-aware score calibration
▸ Construct a trial from track3 labeled data
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Track3 System Description
Results

Ablation study on back-end processing method

(): the results in bracket show the as-norm results when using ground-truth
speaker labels
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Track3 System Description
Results

Comparison between different adaptation method

:Pseudo labels are estimated from the APL system
APL: angular prototypical loss
TCL: two head classification loss
OCL: one head classification loss
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Thanks!


